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Abstract 

Summability is defined as a division of mathematical analysis where in an infinite series which is  

divergent by conventional summation methods is made to converge to a sum say‘w’ & become summable 

through dissimilar summation methods. Ernesto Cesaro gave one such method known as C Method in 

which (C, 1) is the notation for ordinary Cesaro summation & (C, α) is the notation for generalized 

Cesaro summation. Euler provided summation formula which sums infinite series called (E, 1) 

summation method. Generalized (E, 1) (C, 1) to (E, 1) (C, α) (α > 0) product summation is given by 

S.N.Mishra & Harsh Joshi [7].  The objective of this paper is to generalize (E, 1)(C, α) (α > 0)  to (E, 

1)(C, α , β) (α > 0)( β > -1)  so that the series which can’t  be made summable by (E, 1)(C, 1) & (E, 1)(C, 

α)  methods can be made summable by (E, 1)(C, α , β) (α > 0)( β > -1)methods. 
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1. Introduction 

Let   ,         ,…..   denote partial sums of infinite series Σ  . The series Σ   converges to a 

particular sum ‘w’ in (C, 1) means if 

  
                              

   
  s 

 

As s⟶∞. (C, α) Summability of an infinite series Σ   is given by 

(C, α) = 
 

(   
 )

∑ (   
 

)    
 
      

(C, α) = 
 

(   
 )

∑ (     
 

)  
 
       as n→∞. 

 

And (C, α,  ) summability of an infinite series Σ   is given by 

(C, α,  ) = 
 

.
     

   
/
∑ .       

   
/  

 
       , when α > 0,  >-1. 

 

(C, α,  ) Summability Method 

Let f(x) be any function which is Lebesgue integrable in any finite interval of x ≥ 0 and bounded in some 

right hand neighborhood of the origin. Let  α, β (x) and the (C, α,  ) transform of f(x) is defined by 
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**  ** 

 α+β (x) = (
 ( )   

 (     )

      

 

    ∫        

 
   ( )               (        )

) 

 

If for x >0, the integral defining   α, β (x) exists and if it tends to w, as x tends to infinity, we say that 

f(x) is summable (C, α,  ) to w and we write f(x) →w(C, α,  ). 

 

The series Σ    is Euler summable (E, 1) to a sum w if. 

(E; 1) =
 

  
∑ . 

 
/ 

     →w, as s → ∞. 

 

Then (C, α,  ) (E, 1) summability of series Σ    is given by, 

  
   

  
  = 

 

.
     

   
/
∑ .     

   
/  

   
     , when α > 0,  >-1 and n → ∞. 

 

Let f(x) be a 2π periodic function of x and Lebesgue integrable in the interval (-π, π). The Fourier series 

of f(x) is given by 

f(x) ~ 
  

 
+∑ (  

 
   cosnx+   sinnx) =∑   

 
   (x). 

 

The conjugate series is given by 

∑ (                  
   ) = ∑   

 
   (x). 

 

We have following assumptions 

ɸ (t) = f(x + t) + f(x - t) – 2 f(x). Ψ (t) = f(x + t) - f(x - t) 

  (t) =
 

  .
     

   
/
 ∑ ,.     

   
/

 

  
 
   ∑ . 

 
/ 

   

   .  
 

 
/ 

   
 

 

] | 

  ( )̅̅ ̅̅ ̅̅ ̅=
 

  .
     

   
/
 ∑ ,.     

   
/

 

  
 
   ∑ . 

 
/ 

   

   .  
 

 
/ 

   
 

 

]| 

 

where   ,
 

 
], where   denotes greatest integer not greater than 

 

 
. 

 

2. Main Theorems 

Theorem 1: Let *  + be a positive monotonic, non increasing sequence of the real constant such that     

  =∑   
 
   , n  . If 

 ( )  ∫   ( )     (
 

, .
 

 
/  .

 

 
/- 

 

 
) as t   . 

 

where ( ) and  ( )    positive monotonic and non-increasing function of t such that 

log (n+1) =O (, (   )   (   )]    ) as n  . 
 

Then Fourier series is summable to (E, 1) (C, α, β) to f(x). 

 

Theorem 2: Let {  + be a positive monotonic, non increasing sequence of the real constant such that 

  =∑   
 
   , n     If 

 ( )  ∫   ( )     (
 

, .
 

 
/  .

 

 
/-  

 

 
) as n   
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**  ** 

where  ( ) and  ( )    positive monotonic and non-increasing function then conjugate series is 

summable to  ( )̅̅ ̅̅ ̅= -
 

  
∫  ( )    (

 

 

  

 
) dt. 

 

3. Required Lemmas 

Lemma 1: |   (t) | = O (n + 1). For 0   t  
 

   
 

Proof: For 0  t  
 

   
 , sin nt   n sint 

  (t) 
 

  .
     

   
/
∑ ,.     

   
/

 

  
 
   ∑ . 

 
/ 

   

   .  
 

 
/ 

   
 

 

] 

 
 

  .
     

   
/
 ∑ ,.     

   
/

 

  
 
   ∑ . 

 
/ 

   (    )| 

 
 

  .
     

   
/
 ∑ ,.     

   
/

 

  
 
   ∑ . 

 
/ 

   (    )| 

 
(    )

  .     
   

/
,∑,(

     

   
)-

 

   

 

 
(    )(       )

  (     )
 

= O (n+1). 

 

Lemma 2: |   (t) | = O (
   

 
), For 

 

   
  t   . 

 

Proof: For 
 

   
  t   , applying Jordan’s lemma sin

 

 
 

 

 
, 

|sin nt|  .   (t) 
 

  .
     

   
/
∑ ,.     

   
/

 

  
 
   ∑ . 

 
/ 

   

   .  
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] 

 
 

  .     
   

/
∑,(

     

   
)

 

  

 

   

∑ (
 

 
)

 

   

- 

 
 

  .     
   

/
∑,(

     

   
)

 

   

 

 
 

  .     
   

/
,∑,(

       

     
)-

 

   

 

 
       

  (     )
    (

   

 
). 

 

Lemma 3: |   ( )̅̅ ̅̅ ̅̅ ̅ | = O (
   

 
). For 0   t  

 

   
 

 

Proof: For 0   t  
 

   
sin

 

 
 

 

 
 and |cos nt|    

|   ( )̅̅ ̅̅ ̅̅ ̅ |  
 

  .
     

   
/
∑ ,.     

   
/

 

  
 
   ∑ . 

 
/ 

   

   .  
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] 
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Lemma 4: For 0  a            and for any n, we have             |   (t) | = O (
   

 
). 

 

Proof: For 0  
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 ̅  
 

  .
     

   
/
∑ ,.     

   
/   

   ]             

 ̅  
   

  
 . Similarly,  ̅  

   

  
. 

 

4. Proof of Theorems 
 

Proof of Theorem 1: Using Riemann Lebesgue Theorem and Titchmarsh[4].   (f; x) of the series is 

given by 

  (f; x) – f(x) = 
 

  
∫  ( )

    (  
 

 
) 

   
 

 

 

 
dt 

 

Then (C,   ) summation of   (f; x) is given by  

  
   

- f(x) = 
 

  .
     

   
/
∫  ( ),∑ ,.     

   
/ 

   

    (  
 

 
) 

   
 

 

 

 
dt] 

 

Now (E, 1) (C,   ) summation of   (f; x) is given by  

  
   

   
- f(x) =

 

  .
     

   
/
∫  ( )∑ ,.     

   
/

 

  
 
   ∑ 

   . 
 
/

    (  
 

 
) 

   
 

 

 

 
dt] 

= ∫  ( )  
 

 
( )    

 

Now, we have to prove that, 

= ∫  ( )  
 

 
( )    ( )         

 

         , 

= ∫  ( )  

 

   
 

( )   + ∫  ( )  
 
 

   

( )   +∫  ( )  
 

 
( )   

=   +   +   . 

 

Then,    ∫   ( )     

 

   
 

( )   . 

 

From Lemma 1, |   (t) | = O (n+1) 

      = O (n+1) [∫   ( )     

 

   
 

( )   ] 

 

Also,  ( )   (
 

 

 
( .

 

 
/  .

 

 
/)  

) 

             = O (n+1) , (
 

 

 
( .

 

 
/  .

 

 
/)  

) 

 

   ]             

= O (n+1)  (
 

 , (   )  (   )-    
) 

               = o (
 

, (   )  (   )-    
) 

            = o (
 

    (   )
) 
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            = o (1)             as n    
 

From Lemma 2, 

  (t) = o (
   

 
). 

 

Integrating by parts, 

= O (n+1) O [ (
 ( )

 
)  

   

  +  ∫
 ( )

  
 
 

   

dt]. 

 

By Lemma 1,  ( )   (
 

 

 
( .

 

 
/  .

 

 
/)  

) 

 

Let t = 
 

 
      

  

  . 

 

Now we have, 

=O(n+1)O[o(
 

, ( )  ( )-  
) + ∫  (

 

 , ( )  ( )-  

 

   

 
)du 

= O (n+1) o (
 

, (   )  (   )-    
) + o (

 

, (   )  (   )-    
) 

=O (n+1) [o (
 

    (   )
) + o (

 

    (   )
)] 

= o (
   

    (   )
) + o (

   

    (   )
) 

= o (1) + o (1)            as n  . 
 

Similarly,   = ∫  ( )  
 

 
(t) dt = o (1)    as n  . 

 

Proof of Theorem 2: If   (   )̅̅ ̅̅ ̅̅ ̅̅ ̅denotes partial sum of conjugate series then from Riemann Lebesgue 

theorem and using Titchmarsh [4]. 

  (   )̅̅ ̅̅ ̅̅ ̅̅ ̅= 
 

  
∫  ( )

    (  
 

 
) 

   
 

 

 

 
dt 

 

Then,  
   ̅̅ ̅̅ ̅

               (   )̅̅ ̅̅ ̅̅ ̅̅ ̅ is given by, 

  
   ̅̅ ̅̅ ̅

- f(x) = 
 

  .
     

   
/
∫  ( ),∑ ,.     

   
/ 

   

    (  
 

 
) 

   
 

 

 

 
dt] 

 

Now (E, 1) (C,   ) summation of  (   )̅̅ ̅̅ ̅̅ ̅̅ ̅ is given by  

  
   

   ̅̅ ̅̅ ̅̅ ̅̅ ̅
 

  
   

   ̅̅ ̅̅ ̅̅ ̅̅ ̅
- f(x) 

=
 

  .
     

   
/
∫  ( )∑ ,.     

   
/

 

  
 
   ∑ 

   . 
 
/

    (  
 

 
) 

   
 

 

 

 
dt] 
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= ∫  ( ),
 

 
  ( )̅̅ ̅̅ ̅̅ ̅-    

 

Now, we have to prove that, 

= ∫  ( ),
 

 
  ( )̅̅ ̅̅ ̅̅ ̅-   

  ( )                                                            

         , 

=∫  ( ),
 

 
  ( )̅̅ ̅̅ ̅̅ ̅-   

= ∫  ( ),  ( )̅̅ ̅̅ ̅̅ ̅
 

   
 

-  + ∫  ( ),
 
 

   

  ( )̅̅ ̅̅ ̅̅ ̅-  +∫  ( ),  ( )̅̅ ̅̅ ̅̅ ̅ 

 
-   

=   
 +   

 +  
 . 

 

Where   
  = ∫  ( ),  ( )̅̅ ̅̅ ̅̅ ̅

 

   
 

-   

  
  =∫  ( ),

 
 

   

  ( )̅̅ ̅̅ ̅̅ ̅-   

 

and   
 = ∫  ( ),  ( )̅̅ ̅̅ ̅̅ ̅ 

 
-   

 

then,    ∫   ( )     

 

   
 

( )   . 

 O (
   

 
) [∫   ( ) 

 

   
 

  ] 

 O (n)∫   ( ) 
 

   
 

   

 

Also, By Theorem 2, 

 ( )   (
 

 

 
( .

 

 
/  .

 

 
/)  

) 

            = O (n)∫  (
 

 

 
( .

 

 
/  .

 

 
/)  

 

 
 

) dt 

= O (n+1)  (
 

 , (   )  (   )-    
) 

            = O (n+1)  (
 

, (   )  (   )-    
) 

 

As         log n = o [( (   )   (   ))    ] 

            = o (
   

    (   )
) 

            = o (1)             as n    
 

Now we consider, 

  
   = ∫   ( )    ( )̅̅ ̅̅ ̅̅ ̅ 

 

   

| 

 

From Lemma 4,   ( )̅̅ ̅̅ ̅̅ ̅= o (
   

 
). 
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Integrating by parts, 

= O (n+1) O[∫
 ( )

 

 
 

   

dt] 

= O (n+1) O [ (
 ( )

 
)  

   

  +  ∫
 ( )

  
 
 

   

dt]. 

 

By Theorem 2,  

 ( )   (
 

 

 
( .

 

 
/  .

 

 
/)  

) 

=O (n+1) O [o(
 

( .
 

 
/  .

 

 
/)  

)  

   

 + ∫  (
 

 ( .
 

 
/  .

 

 
/)  

 
 

   

)dt] 

= O (n+1) o [(
 

, (   )  (   )-    
) + ∫  (

 

 ( .
 

 
/  .

 

 
/)  

 
 

   

)dt] 

 

Let t = 
 

 
      

  

   

=O (n+1) O [o (
 

, (   )  (   )-    
) + ∫  (

 

 , ( )  ( )-  

 

   

 
)du] 

= O(n+1)O[o(
 

, (   )  (   )-    
) + o(

 

 , (   )  (   )-    
)∫   

   

 
] 

=O (n+1) O [o (
 

, (   )  (   )-    
)+ o(

 

, (   )  (   )-    
)] 

 

By Theorem 1,  

Log (n+1) =o ( (   )    ) 

= O [o (
   

    (   )
) + o (

   

    (   )
)] 

= o (
   

    (   )
) + o (

   

    (   )
) 

= o (1) + o (1)            as n  . 

= o (1)                       as n  . 

 

By Regularity Condition of Summability, 

  
  ∫   ( )    ( )̅̅ ̅̅ ̅̅ ̅ 

 
|dt = o (1) , as n  . 

 

Then,   
   

   ̅̅ ̅̅ ̅̅ ̅̅ ̅
-    ( )̅̅ ̅̅ ̅ = o (1). as n  , completes proof of theorem. 

 

The above result generalizes to (E, 1) (C, ) when     [7]. 
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